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Problem Set 1

Solution 1:

(a) The period of an orbit is given by

e2

r2
= mω2r =⇒ T =

2π

e

√
mr3

so in one period, the change in energy is:

∆E =
−2

3

e2a2

c3

(
2π

e

√
mer3

)
=
−4π

3

e5

m2
er

4c3

√
mer3

The kinetic energy is given by:

K =
e2

2r
= 3.552 · 10−6

so:
∆E

K
=
−8π

3

e3

m2
er

3c3

√
mer3

item The speed is given by:

v = e

√
1

mr

• 50 pm: 2.25× 106 m/s

• 1 pm: 1.59× 107 m/s

• 1 fm: 5.04× 107 m/s

(b) Ignoring relativistic corrections is justified, since even with the speed of the electron a tenth of that of light,

the Lorentz factor γ is only around 1.005. By noting that E = 1
2V = − e

2

2r using the Virial theorem, and that

a = Fe
me

= e2

mer2 :

d

dt

(
− e

2

2r

)
= −2

3

e2

c3

(
e2

mer2

)2

(c) According to this model, there is no minimum energy that the electron can have. As r approaches zero, the
electron’s energy will approach −∞.

Solution 2:

(a) In any system where the force obeys an inverse square law, there will be a relationship between kinetic and
potential energy called the viral theorem. We know from the Virial theorem that the kinetic energy

〈K〉 = −1

2
〈V 〉 > 0.
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Hence, the total energy is half the Coulomb potential

E = 〈K〉+ 〈V 〉 = −〈K〉 =
1

2
〈V 〉 < 0

up to sign conventions, this is synonymous with the Rydberg energy.

(b) We know that

K =
L2

2I
=

L2

2mer2
n

.

However,

K = −1

2
V =

1

2

e2

r
.

Substituting the angular momentum quantization condition Ln = n~, n2~2

2mer2
n

= 1
2
e2

rn
.

rn =
n2~2

mee2
=

n2~2

(~c)me(
e2

~c )
= n2 · ~

mec
· e

2

~c
=
λc
α
n2

En =
1

2
V =

e2

2rn
=

αe2

2n2λc
=
α2Ee
2n2

Solution 3:

(a) (i) λ =
h

p
=

h

mv
≈ 1.5× 10−38 m

(ii) λ =
h

p
=

h

mv
≈ 6.6× 10−31 m

(iii) λ =
h

p
=

h√
2mE

≈ 1.9× 10−16 m

(iv) λ =
h

p
=

h√
2mE

≈ 2.7× 10−8 m

(b) (i) ν = c/λ. Thus, the range of frequencies is from 4.3× 1014 Hz to 7.5× 1014 Hz

(ii) Let P be the power of operation and ν the frequency of operation. Then, the energy of each photon is
E = hν, so the numbers of photons emitted per second is P

hν . Note that ν = c
λ . Plugging in numbers, a

microwave emits 1.8×1026 photons per second, a low-power laser around 3.2×1016 photons per second,
and a cell phone around 4.5× 1023 photons per second.

(iii) The energy required to heat the water is ∆E = mc∆T = ρV c∆T ≈ 8000 J, where c is the specific heat
capacity, ρ is the density, and V is the volume. Each photon has an energy of Eγ = hν ≈ 1.7× 10−24 J.
Thus, the number of photons required to heat up the water by the given temperature difference is
∆E
Eγ
≈ 4.8× 1027 microwave photons (based on frequency from previous subpart).

(iv) A classical description would work better for radio waves than for X-rays. Since radio wave photons
would have lower energies than X-ray photons, relativistic effects would cause less deviation from the
classical wave description.

Solution 4:

(a) We use the Taylor expansion of eiθ.

eiθ = 1 + iθ +
1

2!
(iθ)2 +

1

3!
(iθ)3 +

1

4!
(iθ)4 +

1

5!
(iθ)5 + . . .

= 1 + iθ − 1

2!
θ2 − 1

3!
iθ3 +

1

4!
θ4 +

1

5!
iθ5 + . . .
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Separating these functions into even and odd powers gives us

eiθ =

(
1− 1

2!
θ2 +

1

4!
θ4 + . . .

)
+ i

(
θ − 1

3!
θ3 +

1

5!
θ5 + . . .

)
eiθ = cos θ + i sin θ.

(b) a is the real part of the complex exponential, while b is the imaginary part. Using Euler’s formula:

a = r cos θ

b = r sin θ

Then, note that the magnitude of the complex exponential is just the value of r. Additionally, the angle θ
can be considered using the ratio of imaginary to real components of the complex exponential.

r =
√
a2 + b2

θ = arctan
b

a

(c) (i) Note that i = e
iπ
2 , since sin π

2 = 1 and cos π2 = 0. Thus, using the properties of exponents:

reiθ · i = eiθ · e iπ2

= rei(θ+
π
2 )

(ii) iz = i(a+ ib) = ia− b. Thus, the real part of iz is −b.

(d) (i) 0, since its complex conjugate and the negative of its complex conjugate are both equal to itself, 0.

(ii) The complex conjugate flips the sign of the imaginary term, so taking the complex conjugate twice
leaves us with (z∗)∗ = z. For the second part of the question, note that re−iθ = r cos−θ + i sin−θ.
Since cosine is an odd function and sine is an odd function, re−iθ = r cos θ − i sin θ = a − bi, which is
the conjugate of the original complex number.

(iii) The real part is the same and the imaginary part becomes negative, by the definition of the complex
conjugate.

(iv) zz∗ = (a + bi)(a − bi) = a2 + b2. Using complex exponentials, zz∗ = reiθ ∗ re−iθ = r2. Since r = |z|,
zz∗ = |z|2.

(e) First, consider the double angle identities. We can represent cos 2θ and sin 2θ by the real and imaginary
parts of e2iθ = eiθ ∗ eiθ. Expanding:

e2iθ = eiθ · eiθ

= (cos θ + i sin θ)(cos θ + i sin θ)

= cos2 θ + 2i sin θ cos θ − sin2 θ

= (cos2 θ − sin2 θ) + i(2 sin θ cos θ).

Taking the real and imaginary parts of this expression, we obtain the double angle identities:

cos 2θ = cos2 θ − sin2 θ

sin 2θ = 2 sin θ cos θ

The same thing can be done to solve for the triple angle identities, by finding the real and imaginary
components of e3iθ = eiθ ∗ eiθ ∗ eiθ

e3iθ = eiθ · eiθ · eiθ

= (cos θ + i sin θ)(cos θ + i sin θ)(cos θ + i sin θ)

= cos3 θ + 3i cos2 θ sin θ − 3 cos θ sin2 θ − i sin3 θ

= (4 cos3 θ − 3 cos θ) + i(3 sin θ − 4 sin3 θ)
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Taking the real and imaginary components, we obtain the triple angle identities:

cos 3θ = 4 cos3 θ − 3 cos θ

sin 3θ = 3 sin θ − 4 sin3 θ

Now, the more general case of such identities can be found, with two arbitrary angles A and B added with
each other in a similar fashion.

ei(A+B) = eiA · eiB

= (cosA+ i sinA)(cosB + i sinB)

= cosA cosB + i sinA cosB + i sinB cosA− sinA sinB

= (cosA cosB − sinA sinB) + i(sinA cosB + sinB cosA)

Taking the real and imaginary components again, we obtain the sum and difference identities:

cos (A+B) = cosA cosB − sinA sinB

sin (A+B) = sinA cosB + sinB cosA

Solution 5: Conservation of momentum and energy gives us (neglecting powers of c):

pγ + p1 = p2

pγ +
√
m2
e + p2

1 =
√
m2
e + p2

2

Squaring and solving will give us:

(p2 − p1)2 − (p2
2 − p2

1) + 2(p2 − p1)
√

(p2
1 +m2

e) = 0

One obvious solution is p2 − p1 = 0 but this is only achieved when pγ = 0 which cannot be possible. Dividing
through by this factor, we are left with: √

(p2
1 +m2

e)− p1 = 0

which can only be possible if me = 0 which it certainly is not.

Solution 6:

(a) Adding a phase shift to the bottom leg is equivalent to effectively multiplying the state by the matrix:

PS =

(
1 0
0 eiδ

)
The output is represented by:

output = (BS2)(PS)(BS1)

(
α

β

)
=

1√
2

(
1 1
1 −1

)(
1 0
0 eiδ

)
1√
2

(
−1 1
1 1

)(
α

β

)
=

1

2

(
1 eiδ

1 −eiδ
)(
−1 1
1 1

)(
α

β

)
=

1

2

(
−1 + eiδ 1 + eiδ

−1− eiδ 1− eiδ
)(

α

β

)
=

1

2

(
(−1 + eiδ)α+ (1 + eiδ)β

−(1 + eiδ)α+ (1− eiδ)β

)
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The squares of the norms give the respective probabilities:

P0 =
1 + (2β2 − 1) cos δ

2

P1 =
1− (2β2 − 1) cos δ

2

(b) Due to symmetry, this is equivalent to simply switching β and α, or effectively flipping the setup so that P0

and P1 swap and β and α swap. Therefore, the new probabilities are:

P0 =
1− (1− 2β2) cos δ

2

P1 =
1 + (1− 2β2) cos δ

2

(c) By placing a phase shift at the top and bottom, it is equivalent to multiplying by

PS =

(
eiδ 0
0 eiδ

)
= eiδ

(
1 0
0 1

)
Therefore, all this does is shift the final phase of both by rotating the state by an angle δ, which will not
change the overall probability. This will lead to the result derived in the lecture:

P0 = β2

P1 = α2

Solution 7:

(a) Consider several rounds of testing. Suppose we start off with N working bombs to test. After the first round,
there will be N/2 explosions, N/4 verified bombs, and N/4 bombs that still need to be verified. Recursively,
we can represent the number of bombs that get certified each round as:

fN+1 =
1

4
fN

The total sum of certified bombs would be:

N

4

1

1− 1
4

=
N

3

So the total fraction of bombs that get certified is:

1

3

(b) The Bayesian formula tells us the probability of it being defective is:

P (defective|D0) =
P (D0|defective)P (defective)

P (D0)

=
(1)(0.8)

(0.8)(1) + (0.2)(0.25)

= 94.1%
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Problem Set 2

Solution 1:

(a) In SI units, the de Broglie wavelength of a nonrelativstic electron is λnr = h
p = h√

2mEkin
. To make

computation easier, let us consider an arbitrary energy value, say 1× 10−12 J. Using the SI formula, the de
Broglie wavelength associated with an electron of this energy is roughly λ ≈ 4.9 × 10−19 m. 1 × 10−12 J is
about 6.2MeV . Noting the conversion from the angstrom to the meter, δ ≈ 12.3.

Alternatively, we can show the relationship symbolically. Using the fact that λp = h, we can write δ as:

δ = λ
√
kE × 1010 = λp

√
k

2me
× 1010 = 12.3

where k is the conversion factor from mass to energy.

(b) The de Broglie wavelength is:

λ =
h

p

where the relativistic momentum p is given by

p2c2 = E2 −m2c4 =⇒ p = mc
√
γ2 − 1

Combined together, we get the same form which is asked in the question:

λr =
h

mc

1√
γ2 − 1

where ` = h
mc = 2430 fm

(c) For a non-relativistic electron, the de Broglie wavelength is

λnr =
h

mc(v/c)
=
`

β

where β is given by:

γ2 =
1

1− β2
=⇒ 1

β
=

γ√
γ2 − 1

giving

λr =
h

γmv
=

`√
γ2 − 1

Interestingly enough, ` = h
mc is just the Compton wavelength! Another interesting, though not at all

surprising conclusion, is that the de Broglie wavelength transforms under the Lorentz transformations in a
similar way length does (since mv turns into γmv).

(d) (i) This can only be possible if λr = `. Using the relativistic formula, we must have:

γ2 − 1 = 1 =⇒ β ≈ 0.71

which is relativistic.

(ii) First, note that p =
√

(E/c)2 +m2c2. Using this relation, the momenta of the electron and proton can
be calculated, allowing us to find the de Broglie wavelength.

λe =
h

p
=

h√
(E/c)2 +m2

ec
2
≈ 1.24× 10−18 m

λp =
h

p
=

h√
(E/c)2 +m2

pc
2
≈ 1.77× 10−19 m
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(iii) Based on our results from part c), γ = 1.1. This gives

β =

√
21

11
≈ 0.42

Computing, the kinetic energy,
T = γErest ≈ 0.562 MeV

.

Solution 2:

(a) Noting the units of the given constants and doing some dimensional analysis yields

a0 ∼
~2

mee2
≈ 5.3× 106 fm

The easiest way to observe this result is to note we can create two quantities of energy:

E1 =
~2

mea2
0

E2 =
e2

a0

Taking their ratio directly gives a0. We know this is the unique theorem by applying the Buckingham Pi
theorem. Note that in Gaussian units (cgs), we only have three dimensions instead of the usual four. With
four distinct quantities, we can only make one unique meaningful dimensionless factor.

(b)

a0α =
~2

mee2

e2

~c
=

~
mec

= λc

λcα =
~
mec

e2

~c
=

e2

mec2
= r0

Thus,
λc = αa0 ≈ 3.9× 104 fm

r0 = αλc ≈ 2.8× 102 fm

.

Solution 3: We can solve this generally, but before we do so, we need to state and prove the following lemmas:

Lemma 1: If A =

(
u1

u2

)
is a 1× 2 matrix then A†A = |u1|2 + |u2|2

Proof : By definition, the Hermitian A† can be written as
(
u∗1 u∗2

)
so their product gives:

(
u∗1 u∗2

)(u1

u2

)
= u∗1u1 + u∗2u2 = |u1|2 + |u2|2

Thus, when the question acts for the conservation of probability, an equivalent statement is to set the equality

u†u = u′†u′ = 1

Lemma 2: If R is a 2× 2 matrix and u is a 1× 2 matrix, then (Ru)† = u†R†
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Proof : Generalize our matrices as R =

(
a b
c d

)
and u =

(
u1

u2

)
. Then:

(Ru)† =

[(
a b
c d

)(
u1

u2

)]†
=

(
au1 + bu2

cu1 + du2

)†
=
(
a∗u∗1 + b∗u∗2 c∗u∗1 + d∗u∗2

)
and similarly

u†R† =
(
u∗1 u∗2

)(a∗ c∗

b∗ d∗

)
=
(
a∗u∗1 + b∗u∗2 c∗u∗1 + d∗u∗2

)
With these out of the way, the proof becomes trivial. All we need to show is that:

u′†u′ = (Ru)†(Ru)

= u†(R†R)u

If we wish to end up with the equality:
u†u = u′†u′ = 1

then it must be true that R†R = I, or in other words: R is unitary.

Solution 4:

(a) The matrix of the beam splitter can be represented like so: BS =

(
r t
t −r

)
The matrix can be shown to be

unitary by calculating its conjugate transpose (which in this case, happens to be itself) and multiplying the
two matrices, which ultimately results in the identity matrix

(b) Defective bomb: We can simply apply the BS matrix to

(
1
0

)
(which represents the photon coming from

the top). Thus: (
P0

P1

)
=

(
r t
t −r

)(
r t
t −r

)(
1
0

)
=

(
1
0

)
Working bomb: First let’s see what happens after the light goes through the first beam splitter. We apply

the BS matrix to

(
1
0

)
. Thus: (

r t
t −r

)(
1
0

)
=

(
r
t

)
We will now consider two cases:

• Case 1: Bomb does not Explode - This has a chance of r2 of happening and can be thought of as sending

a

(
r
0

)
beam through the second BS matrix. This leads to athe state of the exit beam being

(
r2

rt

)
=

(
r2

r
√

1− r2

)
• Case 2: Bomb explodes - rip gg

Therefore, the probabilities are thus (
P0

P1

)
=

(
r4

r2 − r4

)
=

(
R2

R−R2

)
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(c) We can only reasonably certify a working bomb if it ends up striking the detector D1. This has a probability
of p1 = R − R2 of happening. Some bombs may explode and for the rest, there is a probability of p0 = R2

of striking D0. If we start with N bombs, then after the first round we will need to test the remaining p0N
bombs, of which p0p1N will be certified. This gives the recursive series:

p1(1 + p0 + p2
0 + p3

0 · · · ) =
p1

1− p0
=
R−R2

1−R2
=

R

R+ 1

This reaches a maximum as R → 1 but R 6= 1. We can interpret this physically as: although we can verify
almost half of all the bombs, it may take an extremely long time.

Solution 5: A Taylor expansion gives us, letting φ ≡ kx− ωt

cos(φ+ ε) + γ sin(φ+ ε) = cosφ− ε sinφ+ γ sinφ+ εγ cosφ

= (1 + γε) cosφ+ (γ − ε) sinφ

Setting this equal to
a cosφ+ aγ sinφ

allows us to compare coefficients, giving us two equations:

1 + γε = a

γ − ε = aγ

Solving this gives:
γ = ±i

and
a = 1± γε

We understand that the conventional description for a plane matter wave is:

Ψ0 = eiφ

such that if the phase is shifted by ε, then

Ψ = eiφeiε = Ψ0(1 + iε)

Therefore, the only solution that describes the behaviour is γ = i.
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Problem Set 3

Solution 1: For all of these parts, we can assume the operators to act on some arbitrary function φ(x)

(a)

[A,BC] = [A,B]C +B[A,C]

[A,BC]φ(x) = [A,B]Cφ(x) +B[A,C]φ(x)

ABCφ(x)−BCAφ(x) = ABCφ(x)−BACφ(x) +BACφ(x)−BCAφ(x)

After simplifying, it is clear that both sides of this identity are the same, and that it is in fact true.

(b)

[AB,C] = A[B,C] + [A,C]B

[AB,C]φ(x) = A[B,C]φ(x) + [A,C]Bφ(x)

ABCφ(x)− CABφ(x) = ABCφ(x)−ACBφ(x) +ACBφ(x)− CABφ(x)

After simplifying, it is clear that both sides of this identity are the same, and that it is in fact true.

(c) Expanding [A, [B,C]] + [B, [C,A]] + [C, [A,B]], we get:

A(BC − CB)− (BC − CB)A+B(CA−AC)− (CA−AC)B + C(AB −BA)− (AB −BA)C

= ABC −ACB −BCA+ CBA+BCA−BAC − CAB +ACB + CAB − CBA−ABC +BAC

All the terms cancel out and the final result for the expression is zero.

(d) First, note that:

x̂nφ(x) = xnφ(x), p̂nφ(x) = (−i~)n
∂nφ(x)

∂xn

Thus,

[x̂n, p̂]φ(x) = −xni~∂φ(x)

∂x
+ i~

∂

∂x
(xnφ(x))

= −xni~∂φ(x)

∂x
+ i~(nxn−1φ(x) + xn

∂φ(x)

∂x
)

= i~nxn−1φ(x)

=⇒ [x̂n, p̂] = i~nxn−1

For the next consideration:

[x̂, p̂n]φ(x) = x(−h)̄
n ∂nφ

∂xn
− (i~)n

∂n

∂xn
(xφ)

= (−i~)n
[
x
∂nφ

∂xn
− ∂n

∂xn
(xφ)

]

We need to evaluate:
∂n

∂xn
(xφ). This is easiest seen by starting with n = 1, giving:

∂

∂x
(xφ) = φ+ x

∂φ

∂x

Letting n = 2, we get:
∂2

∂x2
(xφ) = 2

∂φ

∂x
+ x

∂2φ

∂x2

This suggests the pattern:
∂n

∂xn
(xφ) = n

∂n−1φ

∂xn−1
+ x

∂nφ

∂xn
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We can prove this via induction. Suppose this is true for n = n. Then for n = n+ 1:

∂n+1

∂xn+1
(xφ) =

∂

∂x

[
n
∂n−1φ

∂xn−1
+ x

∂nφ

∂xn

]
= n

∂nφ

∂xn
+
∂nφ

∂xn
+ x

∂n+1φ

∂xn+1

= (n+ 1)
∂nφ

∂xn
+ x

∂n+1φ

∂xn+1

proving our statement. Plugging this expression into our general equation allows us to simplify it to:

[x̂, p̂n] = −n(−i~)n
∂n−1

∂xn−1
= i~np̂n−1

(e)

[x̂p̂, x̂2]φ(x) = x̂p̂x̂2φ(x)− x̂2x̂p̂φ(x)

= x

(
−i~ ∂

∂x

(
x2φ(x)

))
− x3

(
−i~∂φ(x)

∂x

)
= −2i~x3φ(x)− i~x3 ∂φ(x)

∂x
+ i~x3 ∂φ(x)

∂x

= −2i~x3φ(x)

=⇒ [x̂p̂, x̂2] = −2i~x3

[x̂p̂, p̂2]φ(x) = x̂p̂p̂2φ(x)− p̂2x̂p̂φ(x)

= x(−i~)3 ∂
3φ(x)

∂x3
− (−i~)3 ∂

2

∂x2

(
x
∂φ(x)

∂x

)
= −i~3x

∂3φ(x)

∂x3
+ i~3x

∂3φ(x)

∂x3
+ 2i~3 ∂

2φ(x)

∂x2

= 2i~3 ∂
2φ(x)

∂x2

Noting the definition of the momentum operator, we can conclude:

[x̂p̂, p̂2] = −2i~p̂2

Solution 2: The main argument of the stationary phase principle is that if the phase changes too quickly, the
integral will cancel out over the function. Thus, where the function peaks, ∂φ

∂k = 0, where φ is the phase.

(a)

Ψ(x) =

∫ ∞
−∞

dk exp
(
−L2(k − k0)2 + ikx

)
=

∫ ∞
−∞

dk exp
(
−L2k2 + 2L2kk0 − L2k2

0 + ikx
)

The phase part of the exponent is the imaginary term, so:

∂

∂k
(ikx) = ix = 0 =⇒ x = 0

This can be confirmed by actually evaluating the integral:

Ψ(x) =

∫ ∞
−∞

dk exp
(
−L2k2 + (2L2k0 + ix)k − L2k2

0

)
=

√
π

L2
exp
(
L2k2

0

)
exp
(
(2L2k0 + ix)2/4L2

)
=

√
π

L
exp
(
L2k2

0

)
exp
(
L2k2

0

)
exp(ik0x) exp

(
−x2/4L2

)
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Notice that the last exponential term decays to zero as x moves away from zero, proving our conclusion that
the wavefunction peaks at x = 0

(b)

Ψ(x) =

∫ ∞
−∞

dk exp
(
−L2(k − k0)2 − ikx0 + ikx

)
The wave-function peaks when

∂

∂k
(−ikx0 + ikx) = −ix0 + ix =⇒ x = x0

Let us try to verify this by evaluating the integral:

Ψ(x) =

∫ ∞
−∞

dk exp
(
−L2k2 + (2L2k0 − ix0 + ix)k − L2k2

0

)
=

√
π

L2
exp
(
L2k2

0

)
exp

(
2L2k0 − ix0 + ix)2

4L2

)
=

√
π

L
exp
(
L2k2

0

)
exp
(
L2k2

0

)
exp(ik0(x− x0)) exp

(
−(x− x0)2

4L2

)
Clearly, this wavefunction peaks at x = x0. The extra phase shift introduced simply slides it over by that
factor.

Solution 3:

(a) Let us first write the phase in terms of the momentum and energy of the wave:

1

~
φ = ~kx− ~ωt = px− p2

2m
t

Where momentum undergoes the transformation

p′ = p−mv

Thus, this must be equal to:

1

~
φ = (p′ +mv)(x′ + vt)− (p′ +mv)2

2m
t

= p′x+��p′vt+mvx′ +mv2t− p′2

2m
t−��p′vt− 1

2
mv2t

= p′x+mv(x− vt)− p′2

2m
t+

1

2
mv2t

= p′x+mvx−mv2t− E′t+
1

2
mv2t

= p′x− E′t+mvx− 1

2
mv2t

The first two terms are the phase of the primed wavefunction. The last two terms gives rise to f(x, t) to be:

f(x, t) = exp

(
i

~

(
mvx− 1

2
mv2t

))

Solution 4: Starting off with definition of the probability density function and differentiating it (and using the

12



SE later):

∂ρ

∂x
=

∫ ∞
−∞

(
∂Ψ∗

∂x
Ψ + Ψ∗

∂Ψ

∂x
) dx

=
i

~
((ĤΨ)∗Ψ−Ψ∗(ĤΨ))

=
~

2im
(Ψ∇2Ψ∗ −Ψ∗∇2Ψ)

= −∇ · ( ~
2im

(Ψ∗∇Ψ−Ψ∇Ψ∗))

= −∇ · ( ~
m

Im(Ψ∗∇Ψ))

Noting the charge conservation equation, it can be concluded that:

J(x, t) =
~
m

Im(Ψ∗(x, t)∇Ψ(x, t))

Solution 5: |γ(t)| will continue increasing as the two wavepackets evolve, since their wavefunctions will have more
overlap as they spread out.

Solution 6: First note that:

J(x) =
~
m

Im(Ψ∗(x)
∂Ψ(x)

∂x
) =

~
2im

(Ψ∗(x)
∂Ψ(x)

∂x
−Ψ(x)

∂Ψ∗(x)

∂x
)

Then,

(a) Ψ(x) = Aeγx:

J(x) =
~

2im
(A∗eγx

∂

∂x
(Aeγx)−Aeγx ∂

∂x
(A∗eγx))

=
~|A|2

2im
(eγx

∂

∂x
(eγx)− eγx ∂

∂x
(eγx))

= 0

Alternatively,

J(x) =
~
m

Im(A∗eγx
∂

∂x
(Aeγx))

=
~
m

Im(AA∗γe2γx)

= 0

(b) Ψ(x) = N(x)eiS(x)/~:

J(x) =
~

2im
(N(x)e−iS(x)/~ ∂

∂x
(N(x)eiS(x)/~)−N(x)eiS(x)/~ ∂

∂x
(N(x)e−iS(x)/~))

=
1

m
N(x)2 ∂S(x)

∂x

Alternatively,

J(x) =
~
m

Im(N(x)e−iS(x)/~ ∂

∂x
(N(x)eiS(x)/~))

=
~
m

Im(N(x)2 ∗ i∂S(x)

∂x
/~)

=
1

m
N(x)2 ∂S(x)

∂x

13



(c) Ψ(x) = Aeikx +Be−ikx:

J(x) =
~

2im
((A∗e−ikx +B∗eikx)

∂

∂x
(Aeikx +Be−ikx)− (Aeikx +Be−ikx)

∂

∂x
(A∗e−ikx +B∗eikx))

=
~k
m

(AA∗ −BB∗)

=
~k
m

(|A|2 − |B|2)

Alternatively,

J(x) =
~
m

Im((A∗e−ikx +B∗eikx)
∂

∂x
(Aeikx +Be−ikx))

=
~
m

(AA∗ −BB∗)

=
~
m

(|A|2 − |B|2)

14



Problem Set 4

Solution 1:

(a) For ∆x ≈ 10−10 m, ts ≈ mp
~ (∆x)2 ≈ 2.5× 10−14 s . For ∆x ≈ 0.01 m, ts ≈ mp

~ (∆x)2 ≈ 252 s

(b) For the wavepacket to be localized,
(∆p)2t

m~
� 1.

Thus, if we show that
(∆p)2t

m~
≈ ∆p

p

it is sufficient to conclude that ∆p
p � 1 means that the wavepacket is localized.

(∆p)2t

m~
≈ (∆p)2(∆x/(p/m))

m~

≈ (∆p∆x)∆p

~p

≈ ∆p

p

Solution 2:

(a) The probability current is defined as (in one-dimension):

J =
~
m

Im

(
Ψ∗

∂

∂x
Ψ

)
=

~
m

Im
(
e−ikz(ikeikz)

)
=

~
m

Im(ik)

=
~k
m

The flux through any closed surface will be zero as the probability current is constant.

(b) In spherical coordinates, the probability current is:

J =
~
m

Im (Ψ∗∇Ψ)

but since we are only concerned about the radial component, we have:

J =
~
m

Im

(
f∗(θ)f(θ)

r
e−ikr

∂

∂r

(
eikr

r

))
=

~
m

Im

(
f∗(θ)f(θ)

r
e−ikr

(
−e

ikr

r2
+
ikeikr

r

))
=

~
m

Im

(
f∗(θ)f(θ)ik

r2
− f∗(θ)f(θ)

r

)
The complex number is in the form of bi+ a so the imaginary part is just b or:

J =
~k
m

f∗(θ)f(θ)

r2

(c) Our wavefunction is now

Ψ = eikz +
f(θ)

r
eikr

15



so the probability current is:

J =
~
m

Im

((
e−ikz +

f∗(θ)

r
e−ikr

)
∂

∂r

(
eikz +

f(θ)

r
eikr

))
=

~
m

Im

((
e−ikz +

f∗(θ)

r
e−ikr

)(
ik cos θeikz +

f(θ)

r
ikeikr

))
=

~
m

Im

((
e−ikz

) (
ik cos θeikz

)
+
(
e−ikz

)(f(θ)

r
ikeikr

)
+

(
f∗(θ)

r
e−ikr

)(
ik cos θeikz

))
=

~
m

Im

(
ik cos θ +

f(θ)

r
ikeikr(1−cos θ) +

f∗(θ)

r
ik cos θeikr(cos θ−1)

)
=

~k
mr

Im
(
i
(
r cos θ + f(θ)eikr(1−cos θ) + f∗(θ)eikr(cos θ−1)

))

Solution 3:

(a) Use the normalization integral to confirm the wavefunction is normalized.∫ ∞
−∞
|Ψa(x, 0)|2 dx =

∫ ∞
−∞

(
1

(2π)1/4
√
a
e−x

2/4a2

)2

dx =

∫ ∞
−∞

1√
2πa

e−x
2/2a2

dx

Now, we can make the following u-substitution:

u =
x

a
√

2
, du =

a√
2

dx

Then, ∫ ∞
−∞
|Ψa(x, 0)|2 dx =

1√
π

∫ ∞
−∞

e−u
2

du = 1

This result satisfies the normalization condition (note: we used the standard result of the Gaussian integral
for the calculation above)

(b) Using the inverse Fourier transform:

Φa(k) =
1√
2π

∫ ∞
−∞

Ψa(x, 0) e−ikx dx

=
1

(2π)3/4
√
a

∫ ∞
−∞

e−x
2/4a2−ikx dx

=
1

(2π)3/4
√
a

√
4πa2e−k

2a2

=

(
2a

π

)1/4

e−a
2k2

(c) Since the particle is free, the potential is always zero. Thus,

E = ~ω =
(~k)2

2m
=⇒ ω =

~k2

2m

16



Then, we can use the result from b) for Φ(k) to time evolve the wavepacket.

Ψa(x, t) =
1√
2π

∫ ∞
−∞

Φa(k) ei(kx−ωt) dk

=
1√
2π

∫ ∞
−∞

dk

(
2a

π

)1/4

exp(−a2k2 + i(kx− ~k2

2m
t))

=
( a

2π3

)1/4
∫ ∞
−∞

dk exp(−(a2 +
i~
2m

t)k2 + ixk)

=
( a

2π3

)1/4
∫ ∞
−∞

dk exp(− ~
2m

(τ + it)k2 + ixk)

=
( a

2π3

)1/4
√
− 2m

~(τ + it)
exp

(
− mx2

2~(τ + it)

)

Solution 4:

(a) Notice that∫ ∞
−∞

dx|Ψ(x)|2 =

∫ ∞
−∞

dxΨ(x)Ψ∗(x) =

∫ ∞
−∞

dx

(∫ ∞
−∞

dpΦ(p)eixp
)(∫ ∞

−∞
dp′Φ∗(p′)e−ixp

′
)
.

This can be rewritten with the dirac delta function, as
∫
eix(p−p′) = δ(p− p′), so∫ ∞

−∞
dx

∫ ∞
−∞

dpΦ(p)

∫ ∞
−∞

dp′Φ∗(p′)δ(p− p′) =

∫ ∞
−∞

dp|Φ(p)|2.

(b) Using the standard normalization integral and taking into account the spherical symmetry of the situation:∫ ∞
0

(
Ne−r/a0

)2

4πr2 dr =

∫ ∞
0

N2e−2r/a0 4πr2 dr = πN2a3
0 = 1

Thus,

N =

√
1

πa3
0

Using Parseval’s theorem gives us a normalization condition for momentum wavefunctions similar to the one
used in part b): ∫ ∞

−∞

N ′2(
1 +

a2
0p

2

~2

)4 4πp2 dp = 1

Then, ∫ ∞
−∞

4πp2 dp(
1 +

a2
0p

2

~2

)4 =
π2~3

8a3
0

=⇒ N ′ =

√
8a3

0

π2~3

Using the probabalistic interpretation of the momentum wavefunction, the probability that the magnitude
of the momentum exceeds ~/a0 is: ∫ ∞

~/a0

N ′2(
1 +

a2
0p

2

~2

)4 4πp2 dp

Solution 5:

(a) First, we prove that d
dt 〈p〉 =

〈
−∂V∂x

〉
.
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Proof. We can do this by first analyzing the average momentum

〈p〉 = −i~
∫
ψ∗
∂ψ

∂x
dx.

Taking the derivative of this gets us

d

dt
〈p〉 = (−i~)

d

dt

∫
ψ∗
∂ψ

∂x
dx

= (−i~)

∫
∂

∂t

(
ψ∗
∂ψ

∂x

)
dx

= (−i~)

∫ [
∂ψ∗

∂t
· ∂ψ
∂x

+ ψ∗
∂

∂x

∂ψ

∂t

]
dx

Note that the last step was performed via chain rule. Let us now analyze the Time Dependent Schrodinger
equation,

− ~2

2m

∂2ψ

∂x2
+ V ψ = i~

∂ψ

∂t
.

Carrying some manipulations on the Time Dependent Schrodinger equation gives us

∂ψ

dt
=

1

i~

(
−~2

2m

∂2ψ

∂x2
+ V ψ

)
=
−i
~

(
−~2

2m

∂2ψ

∂x2
+ V ψ

)
=

i~
2m

∂2ψ

∂x2
− i

~
V ψ.

We can now plug these results back into our first expression for d
dt 〈p〉.

d

dt
〈p〉 = (−i~)

∫ [(
−i~
2m

∂2ψ

∂x2
+
i

~
V ψ

)
∂ψ

∂x
+ ψ∗

∂

∂x

(
i~
2m

∂2ψ

∂x2
− i

~
V ψ

)]
dx

Separating this integral gives us

d

dt
〈p〉 = (−i~)

(
− i~

2m

)∫ [
∂2ψ∗

∂x2

∂ψ

∂x
− ψ∗ ∂

∂x

(
∂2ψ

∂x2

)]
− (i~)

(
i

~

)∫ [
V ψ∗

∂ψ

∂x
− ψ∗ d

dx
(V ψ)

]
dx

=

(
− ~2

2m

)∫ [
∂2ψ∗

∂x2

∂ψ

∂x
− ψ∗ ∂

∂x

(
∂2ψ

∂x2

)]
+

∫ [
V ψ∗

∂ψ

∂x
− ψ∗ d

dx
(V ψ)

]
dx.

Now, note that
d

dx
(V ψ) =

dV

dx
ψ − V ∂ψ

∂x
.

Therefore,

d

dt
〈p〉 =

(
− ~2

2m

)∫ [
∂2ψ∗

∂x2

∂ψ

∂x
− ψ∗ ∂

∂x

(
∂2ψ

∂x2

)]
+

∫ [
V ψ∗

∂ψ

∂x
− ψ∗ dV

dx
ψ − V ψ∗ ∂ψ

∂x

]
dx

=

(
− ~2

2m

)∫ [
∂2ψ∗

∂x2

∂ψ

∂x
− ψ∗ ∂

∂x

(
∂2ψ

∂x2

)]
+

∫ [
�

���V ψ∗
∂ψ

∂x
− ψ∗ dV

dx
ψ −

�
���V ψ∗
∂ψ

∂x

]
dx

=

(
− ~2

2m

)∫ [
∂2ψ∗

∂x2

∂ψ

∂x
− ψ∗ ∂

∂x

(
∂2ψ

∂x2

)]
+

∫ [
−ψ∗ dV

dx
ψ

]
dx

Now, this is where the exciting part happens. Note that∫ [
−ψ∗ dV

dx
ψ

]
dx =

〈
−∂V
∂x

〉
therefore, rewriting the integral once again gives us

d

dt
〈p〉 =

(
− ~2

2m

)∫ [
∂2ψ∗

∂x2

∂ψ

∂x
− ψ∗ ∂

∂x

(
∂2ψ

∂x2

)]
+

〈
−∂V
∂x

〉
.
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Let us analyze the second term of the integral. Via integration by parts, we find that

ψ∗
∂

∂x

(
∂2ψ

∂x2

)
= ψ∗

∫
∂

∂x

(
∂2ψ

∂x2

)
dx−

∫ [
∂ψ∗

∂x

∫
∂

��∂x

(
∂2ψ

∂x2��dx

)]
dx

= ψ∗
∂2ψ

∂x2

∣∣∣∣+∞
−∞
−
∫
∂ψ∗

∂x

∂2ψ

∂x2
dx

The limit of the wavefunction tells us that when x → ±∞, then ψ → 0. This means that we are only left
with

ψ∗
∂

∂x

(
∂2ψ

∂x2

)
= −

∫
∂ψ∗

∂x

∂2ψ

∂x2
dx.

Substituting this into our expression for d 〈p〉 /dt gives us a spectacular result.

d

dt
〈p〉 =

(
− ~2

2m

)∫ [
∂2ψ∗

∂x2

∂ψ

∂x
− ∂ψ∗

∂x

∂2ψ

∂x2

]
+

〈
−∂V
∂x

〉
=

(
− ~2

2m

)∫
∂

��∂x

(
∂ψ∗

∂x

∂ψ

∂x

)
��dx+

〈
−∂V
∂x

〉
Integrating this expression gives us

d

dt
〈p〉 =

(
− ~2

2m

)
· ∂ψ

∗

∂x

∂ψ

∂x

∣∣∣∣+∞
−∞

+

〈
−∂V
∂x

〉
Once again, noting that the limit of the wavefunction tells us that when x → ±∞, then ψ → 0, we are left
with

d

dt
〈p〉 =

〈
−∂V
∂x

〉
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Solution 6: We know that the expecation value of an operator is given by

〈[p̂, H]〉 = i~
d〈p̂〉
dt

where we have chosen our operator to be our momentum operator p̂ = −i~ ∂
∂x . It turns out that given V = 0, the

momentum operator commutes with the Hamiltonian:

[p̂, H]f = (p̂H −Hp̂)f

= p̂

(
p̂2

2m
+ V

)
f − p̂

(
p̂2

2m
+ V

)
f

= −i~∂f
∂x

(V f) + V i~
∂f

∂x

= −i~V ∂f
∂x
− i~∂V

∂x
f + i~V

∂f

∂x

= −i~∂V
∂x

If V is a constant, which is true for a free Schrodinger wave, then that implies 〈p̂〉 is a constant and thus its
eigenvalue is also a constant. We can similarly show that this result is true for 〈p̂2〉 as well. Therefore:

σp = 〈p2〉 − 〈p〉2

is also a constant.

Solution 7:

(a) First, note that:

x0 = 〈x〉ψ0
=

∫ ∞
−∞

ψ∗0(x)x̂ψ0(x) dx =

∫ ∞
−∞

ψ∗0(x)xψ0(x) dx

p0 = 〈p〉ψ0
=

∫ ∞
−∞

ψ∗0(x)p̂ψ0(x) dx = −i~
∫ ∞
−∞

ψ∗0(x)
∂

∂x
ψ0(x) dx

Now, in order to calculate the expectation values of the new wavefunction, first note that:

ψnew(x) = B̂qψ(x) = eiqx/~ ψ0(x)

(b)

〈x〉ψnew =

∫ ∞
−∞

ψ∗new(x)x̂ψnew(x) dx

=

∫ ∞
−∞

ψ∗0(x)e−iqx/~xψ0(x)eiqx/~ dx

=

∫ ∞
−∞

ψ∗0(x)xψ0(x) dx

= x0
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(c)

〈p〉ψnew =

∫ ∞
−∞

ψ∗new(x)p̂ψnew(x) dx

=

∫ ∞
−∞

ψ∗0(x)e−iqx/~p̂ψ0(x)eiqx/~ dx

=

∫ ∞
−∞

ψ∗0(x)e−iqx/~(−i~ ∂

∂x
)ψ0(x)eiqx/~ dx

= −i~
∫ ∞
−∞

ψ∗0(x)e−iqx/~(eiqx/~
∂ψ0(x)

∂x
+
iq

~
eiqx/~ψ0(x)) dx

= −i~
∫ ∞
−∞

ψ∗0(x)
∂

∂x
ψ0(x) dx+ q

∫ ∞
−∞

ψ∗0(x)ψ0(x) dx

= p0 + q

(d) The boost operator has no effect on the measurement of the position, since the magnitude of the wavefunction
is not changing (that is the only relevant matter when calculating a position-space probability distribution).
However, the expected value of the momentum is ”translated” by a constant value, based on the value q of
the boost operator.

(e) For the momentum-boost commutator:

[p̂, B̂q]ψ(x) = p̂B̂qψ(x)− B̂qp̂ψ(x) = −i~ ∂

∂x

(
eiqx/~ψ(x)

)
− eiqx/~(−i~)

∂ψ(x)

∂x

Using the product rule and expanding and cancelling terms:

[p̂, B̂q]ψ(x) = qψ(x) =⇒ [p̂, B̂q] = q

For the position-boost commutator:

[x̂, B̂q] = x̂B̂q − B̂qx̂ = xeiqx/~ − eiqx/~x = 0
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Problem Set 5

Solution 1:

(a) First, note that, by the normalization condition, the following is true:

N2

∫ ∞
−∞

ψ(x) ψ∗(x) dx = N2

∫ ∞
−∞

exp

(
−x

2

a2

)
dx = 1

Also, note that by the symmetry of the situation, 〈x〉 must be zero. However, we can also show this through
calculation.

(∆x)
2

=
〈
x2
〉
− 〈x〉2

=

∫ ∞
−∞

ψ∗(x) x̂2 ψ(x) dx−
(∫ ∞
−∞

ψ∗(x) x̂ ψ(x) dx

)2

= N2

∫ ∞
−∞

x2 exp

(
−x

2

a2

)
dx−

(
N2

∫ ∞
−∞

x exp

(
−x

2

a2

)
dx

)2

=
1

2
a2N2

∫ ∞
−∞

exp

(
−x

2

a2

)
dx− 0

=
1

2
a2

Similarly, it can be said that 〈p〉 is zero by the symmetry of the situation (prove this using the integral
definition of expectation values if you wish, in a similar manner to how it was proved above).

(∆p)
2

=
〈
p2
〉
− 〈p〉2

=

∫ ∞
−∞

ψ∗(x) p̂2 ψ(x) dx− 0

= −~2N2

∫ ∞
−∞

exp

(
− x2

2a2

)
∂2

∂x2

(
exp

(
− x2

2a2

))
dx

= −~2N2

a4

∫ ∞
−∞

(x2 − a2) exp

(
−x

2

a2

)
dx

= −~2N2

2a2

∫ ∞
−∞

exp

(
−x

2

a2

)
dx+

~2N2

a2

∫ ∞
−∞

exp

(
−x

2

a2

)
dx

= − ~2

2a2
+

~2

a2

=
~2

2a2

Then,

∆x∆p =

√
a2

2

~2

2a2
=

~
2

which does in fact saturate the Heisenberg uncertainty product.

(b)

φ(p) =
1√
2π~

∫ ∞
−∞

ψ(x) e−ipx/~ dx

=
N√
2π~

∫ ∞
−∞

exp

(
− x2

2a2
− ipx

~

)
dx

=
N√
2π~

√
2πa2 exp

(
−p

2a2

2~2

)
=
Na√
~

exp

(
−p

2a2

2~2

)
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We can verify this is correct by ensuring the normalization condition is met, as required by Parseval’s
Theorem. ∫ ∞

−∞
φ(p)φ∗(p) dp =

N2a2

~

∫ ∞
−∞

exp

(
−p

2a2

~2

)
dp = N2a

√
π = 1

In fact, this is the same normalization condition obtained for the position wavefunction (which can be shown
similarly), which lines up with Parseval’s theorem and proves our wavefunction is correct. Then,

(∆p)
2

=
〈
p2
〉
− 〈p〉2

=
〈
p2
〉
− 0

=

∫ ∞
−∞

φ∗(p) p̂2 φ(p) dp

=
N2a2

~

∫ ∞
−∞

p2 exp

(
−p

2a2

~2

)
dp

=
~2

2a2

N2a2

~

∫ ∞
−∞

exp

(
−p

2a2

~2

)
dp

=
~2

2a2

This result lines up with what was calculated using the position wavefunction.

Solution 2: First, we prove the fact stated in the problem for z = reiθ:

Re(z)

|z|2
=
r cos θ

r2
=

cos θ

r
=

cos (−θ)
r

= Re

(
1

z

)
Also, note by the normalization condition that:∫ ∞

−∞
|ψ(x)|2 dx = N2

∫ ∞
−∞

exp

(
Re

(
− x2

2∆2

))2

dx = N2

∫ ∞
−∞

exp

(
−
x2 Re

(
∆2
)

|∆|4

)
dx = 1

(a) For both momentum and position calculations, we can again note by symmetry that 〈x〉 = 0 and 〈p〉 = 0.
Then,

(∆x)
2

=
〈
x2
〉
− 02

=

∫ ∞
−∞

ψ∗(x) x̂2 ψ(x) dx

=

∫ ∞
−∞

x2 |ψ(x)|2 dx

= N2

∫ ∞
−∞

x2 exp

(
Re

(
− x2

2∆2

))2

dx

= N2

∫ ∞
−∞

x2 exp

(
−
x2 Re

(
∆2
)

|∆|4

)
dx

=
|∆|4

2 Re (∆2)
N2

∫ ∞
−∞

exp

(
−
x2 Re

(
∆2
)

|∆|4

)
dx

=
|∆|4

2 Re (∆2)
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(∆p)
2

=
〈
p2
〉
− 02

=

∫ ∞
−∞

ψ∗(x) p̂2 ψ(x) dx

= −~2N2

∫ ∞
−∞

exp∗
(
− x2

2∆2

)
∂2

∂x2

(
exp

(
− x2

2∆2

))
= −~2N2

∆4

∫ ∞
−∞

(
x2 −∆2

)
exp

(
−
x2 Re

(
∆2
)

|∆|4

)
dx

= − ~2N2|∆|4

2∆4 Re (∆2)

∫ ∞
−∞

exp

(
−
x2 Re

(
∆2
)

|∆|4

)
dx+

~2N2

∆2

∫ ∞
−∞

exp

(
−
x2 Re

(
∆2
)

|∆|4

)
dx

= − ~2|∆|4

2∆4 Re (∆2)
+

~2

∆2

Letting |∆|4 = (∆2)∗∆2 and 2 Re(∆2) = (∆2)∗ + ∆2, we can simplify this expression to

(∆p)2 =
~2

2 Re(∆2)

(b)

φ(p) =
1√
2π~

∫ ∞
−∞

ψ(x) e−ipx/~ dx

=
N√
2π~

∫ ∞
−∞

exp

(
− x2

2∆2
− ipx

~

)
dx

=
N√
2π~

√
2π∆2 exp

(
−p

2∆2

2~2

)
=
N∆√

~
exp

(
−p

2∆2

2~2

)
This result can be shown to be correct using Parseval’s Theorem:

1 =

∫ ∞
−∞
|Φ(p)|2dp

=
N2|∆|2

~

∫ ∞
−∞

exp

(
−p

2 Re(∆2)

~2

)
dp

= N2|∆|2
√

π

Re(∆2)

This is the same normalization condition that we originally stated where we worked in position space. The
uncertainty is thus

(∆p)2 =

∫ ∞
−∞

p2|Φ|2dp

=
N2|∆|2

~

∫ ∞
−∞

p2 exp

(
−p2

~2
Re(∆2)

)
dp

=
~2

2 Re(∆2)

N2|∆|2

~

∫ ∞
−∞

exp

(
−p2

~2
Re(∆2)

)
dp

=
~2

2 Re(∆2)

where we have used our earlier normalization condition.
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(c) We have:

(∆x∆p)2 =
~2

4

(
|∆|4

Re(∆2)2

)
=

~2

4

(
|∆|4

Re(|∆|2ei2Φ∆)2

)
=

~2

4

(
|∆|4

(|∆|2 cos(2φ∆))2

)
∆x∆p =

~
2 cos(2Φ∆)

For Φ∆ = 0, then ∆ becomes real and it becomes identical to the first problem. For Φ∆ → π/4, the product
∆x∆p→∞. This is because at this limit, ∆2 becomes purely imaginary. Thus, we get a pure phase with a
constant oscillation and no dampening effect, causing there to be infinite momentum and position eigenstates
with the same probability, causing their uncertainty to become infinite as well.

(d) In problem three, the given wavefunction was:

Ψ = N exp

(
− x2

4a2

)
Therefore, ∆2 = 2a2. The uncertainty at t = 0 is then:

(∆p)2 =
~2

2a2

Including the time dependence, the wavefunction becomeS:

Ψ(x, t) = N exp

(
− mx2

2~(τ + it)

)
where τ = 2ma2

~ . Therefore:

∆2 =
~(τ + it)

m

and

Re(∆2) =
~τ
m

=⇒ ∆2 = 2a2

which is equivalent to the time t = 0 case, showing that the momentum uncertainty is indeed time indepen-
dent.

Solution 3:

(a) Substituting the given wavefunction into the time-dependent Schrodinger equation:

i~
∂Ψn(x, t)

∂t
= − ~2

2m

∂2Ψn(x, t)

∂x2

i~
∂

∂t

(
sin
(nπ
a
x
)
e−iφn(t)

)
= − ~2

2m

∂2

∂x2

(
sin
(nπ
a
x
)
e−iφn(t)

)
i~
(

sin
(nπ
a
x
)
e−iφn(t)

)
(−iφn(t)φ)

dφn(t)

dt
=

~2

2m

(
sin
(nπ
a
x
)
e−iφn(t)

)(nπ
a

)2

∫
φndφ =

∫
hπ2n2

2ma2
dt

φn =
πn

a

√
ht

m

where we have assumed φn(0) = 0.
To solve for the normalization constant, we can ignore the phase (it does not affect the magnitude of the
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wavefunction). Setting the normalization integral to unity:∫ a

0

N2 sin2
(nπ
a
x
)

dx =
aN2

2
= 1 =⇒ N =

√
2

a

(b) The expectation value of 〈x〉 is:

〈x〉 = N2

∫ a

0

x sin2
(nπ
a
x
)

=
a

2

as expected, since there is even symmetry around the center. To determine 〈x2〉, we perform the same
operation to get

〈x2〉 =
a2
(
2π2n2 − 3

)
6π2n2

Therefore:

(∆x)2 =
a2
(
2π2n2 − 3

)
6π2n2

− a2

4

(c) To calculate ∆p, we do it in a similar way. The momentum operator is:

p̂ = −i~ ∂

∂x

so we have:
〈p〉 = 0

and

〈p2〉 = (∆p)2 =
~2n2π2

a2

(d) The uncertainty principle gives us:

∆x∆p =
~
2

√
π2n2 − 6

3

This is minimized when n = 1, which satisfies the uncertainty principle.

(e) Since φ is real and V (x) is a constant, then both the momentum uncertainty and position uncertainty will
not change with respect to time.

Solution 4: First, note that due to the infinite potential:

ψ(x) = 0, x ≤ 0

When the potential is zero, the time-independent Schrodinger equation can be rearranged and solved like so:

∂2ψ(x)

∂x2
= −2mE

~2
ψ(x) =⇒ ψ(x) = ψ(x) = A cos kx+B sin kx, k2 =

2mE

~2

Note that the cosine term has to be zero in order for the wavefunction to satisfy the continuity condition ψ(x) = 0,
since cosine is nonzero at x = 0. Thus, the final result is:

ψ(x) =

{
0, for x ≤ 0

A sin kx, for x > 0

where A is a constant and k2 = 2mE
~2
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Solution 5: Remember that E ≥ 0 because V (x) has a minimum value of zero. With that said, for x ≤ 0,
V (x) = 0, so:

∂2ψ(x)

∂x2
= −2mE

~2
ψ(x) =⇒ ψ(x) = A cos kx+B sin kx, k2 =

2mE

~2

Note that the complex exponential can also be represented as a sum of sines and cosines. We will come back to
this later when considering boundary conditions
For x ≥ 0, V (x) = V0, so:

∂2ψ(x)

∂x2
= −2m

~2
(E − V0)ψ(x)

Since E − V0 < 0, it is clear that

ψ(x) = Ce−κx, κ2 = −2m

~2
(E0 − V )

Notice for the second case, we only care about the negative exponential term, since it must decay as x approaches
∞. Equating boundary conditions gives A = C. We also need to ensure that the derivative of the wavefunction is
zero, which implies that Bk = −Cκ, implying that B = −C κ

k = −Aκ
k . Making these substitutions,

ψ(x) =

{
A cos kx−Aκ

k sin kx, for x ≤ 0

Ae−κx, for x > 0

where k2 = 2mE
~2 and κ2 = 2m

~2 (E0 − V ).

Solution 6: We break into two cases: 0 ≤ x < a and a ≤ x. For the first case, the Schrodinger equation gives

∂2Ψ

∂x2
= −2m

~2
(V − E)Ψ

Letting k2 = 2m
~2 (V − E), we get:

Ψ = sin(kx)

For x ≥ a, our Schrodinger equation gives
∂2Ψ

∂x2
=

2mE

~2
Ψ

instead. Letting κ2 = 2mE
~2 , we get:

Ψ = Ae−kx

Letting η = ak and ξ = aκ, then we get:
z2

0 = η2 + ξ2

which is the equation of a circle of the coordinate axes are η and ξ. At the boundary, Ψ must be continuous so

sin(ka) = Ae−κa

Taking the derivative, we get:
k cos(ka) = −κAe−κa

Dividing through, we get:
ξ = −η cot η

To have three solutions, we need the lines ξ = −η cot η and z2
0 = η2 +ξ2 to intersect three times for positive values.

We see that this must mean that the minimum value of z0 is

z0 =
5π

2

This is analogous to the odd case of the finite square well where both sides have a finite energy.d
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Solution 7: As before, let us let ξ ≡ aκ =
√

2ma0E
~2 = 1. Due to the symmetry of the hydrogen atom, we wish to

find even solutions, giving:
ξ = η tan η

and
z2

0 = η2 + ξ2

We have two unknowns z0 and η so solving for z0 gives

z0 = 1.3192

It’s easy to show that

z2
0 =

V0

E
so

V0 = z2
0E = 23.67 eV
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Problem Set 6

Solution 1:

(a) Note that the Hamiltonian energy operator Ĥ is proportional to the second position derivative of the wave-
function. Differentiating Ψ twice:

∂2Ψ

∂x2
= −4π2

a2

√
2

3a
sin

2πx

a
− 18π2

a2

√
1

3a
sin

3πx

a

Note that this is not proportional to the initial wavefunction, meaning that it is not an energy eigenstate.
Since the Schrodinger equation is linear, we can time evolve the wavefunction as:

Ψ(x, t) =
1√
3

√
2

a
sin

(
2πx

a

)
e−iE1t +

√
2

3

√
2

a
sin

(
3πx

a

)
e−iE2t

(b) Note that although the wavefunction itself is not an energy eigenstate, it is composed of two sine functions,
both of which are in fact energy eigenstates. Noting that ĤΨ = EΨ, the energies of each of these eigenstates
would be

EΨ1
=

4~2π2

2ma2

and

EΨ2 =
9~2π2

2ma2

Since we have the superposition of two energy eigenstates, we get:

Ψ = a1Ψ1 + a2Ψ2

and since the wavefunction is normalized, the probabilities to measure the two above energies are 1
3 and 2

3
respectively.

(c)
∫∞
−∞

Solution 2: Following the hint, the solution is fairly straightforward. Assume that Ψ1 and Ψ2 have the same
energy, then:

Ψ2ĤΨ1 = Ψ2EΨ1

Ψ1ĤΨ2 = Ψ1EΨ2

Subtracting the two:

Ψ2
∂2Ψ1

∂x2
−Ψ1

∂2Ψ2

∂x2
= 0

This looks like the result of a product rule, so we can rewrite it as:

∂

∂x

(
Ψ2

∂Ψ1

∂x
−Ψ1

∂Ψ2

∂x

)
= 0 =⇒ Ψ2

∂Ψ1

∂x
−Ψ1

∂Ψ2

∂x
= C

We know that both Ψ1 and Ψ2 vanish at infinity, so we must have C = 0. We then get:

Ψ2dΨ1 = Ψ1dΨ2

and solving this differential equation, we get:
Ψ2 = cΨ1

Since Ψ2 is a multiple of Ψ1, the two solutions are not distinct.
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Solution 3:

(a) The differential equation we get is:

(Ex + Ey)Ψ = − ~2

2m

(
∂2

∂x2
+

∂2

∂y2

)
Ψ

We can break this up into the x and y solutions, and then multiply them together to get:

Ψ =
2√
LxLy

sin

(
nxπx

Lx

)
sin

(
nyπy

Ly

)
such that the energy eigenstates are

E =
~2π2n2

x

2mL2
x

+
~2π2n2

y

2mL2
y

(b) If Lx = Ly = L, we get:

E =
~2π2

2mL2
(n2
x + n2

y)

and if nx and ny are plotted, they trace out a parabaloid. Given a particular circular cross section, all points
on the circumference with integer coordinates represent degenerate energies.

−2 −1
0

1
2−2

0

2

0

5

This is now essentially a number theory problem involving diophantine equations. While a pattern can
emerge by repeatedly applying the Brahmagupta–Fibonacci identity, these do not really hold any physical
insight. For example:

(nx, ny) = (33, 56)

gives the same energy as
(nx, ny) = (63, 16).

However, there are also degenerate energies that are not coincidences. For example, if the ordered pair (nx, ny)
gives a certain energy, then (ny, nx) also gives the same energy. This can be interpreted as a rotation of the
wavefunction, meaning that if the x and y components are swapped, it would make no difference.

(c) This in a sense, is mainly a number theory problem. We want to show that:

n2
x

L2
x

+
n2
y

L2
y

=
n′2x
L2
x

+
n′2y
L2
y

has no nontrivial integers solutions given that (Lx/Ly)2 is irrational. We will do this via contradiction.
Suppose k ≡ (Lx/Ly)2 is irrational and there are integer solutions (which represent degeneracies), then:

n2
x + kn2

y = n′2x + kn′2y =⇒ k =
n2
x − n′2x
n′2y − n2

y

Since n is an integer, then the numerator and denominators must also be integers, and thus k is rational,
contradicting our claim.
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Solution 4:

(a) For 0 < x < a, we have:
∂2

∂x2
Ψ = −2mE

~2
≡= −k2Ψ

and the solution is:
Ψ1 = sin(kx)

For a < x < 2a, we have:
∂2

∂x2
Ψ = −2m

~2
(E − V )Ψ ≡ −κ2Ψ

where κ2 < 0. This solution is in the exponential form of:

Ψ2 = Ae−kx +Bekx

We have three boundary conditions:

• Ψ1(a) = Ψ2(a)

• Ψ′1(a) = Ψ′2(a)

• Ψ′2(2a) = 0

Using these boundary conditions, we get the equations:

sin(ka) = Ae−κa +Beκa

k cos(ka) = −κAe−κa + κBeκa

0 = Ae−2κa +Be2κa

Rearranging the last equation, we get:
A = −Be4κa

and substituting this into the first two equations gives:

sin(ka) = −Be3κa +Beκa

k cos(ka) = κBe3κa + κBeκa

Dividing these two equations then give us:

1

k
tan(ka) =

1

κ

eκa − e3κa

eκa + e3κa

and makng everything a dimensionless number, we are left with:

tan(η) =
η

ξ

eξ − e3ξ

eξ + e3ξ

As with usual, we also have:
z2

0 = η2 + ξ2

and the number of possible energy levels correspond to the number of solutions between these two equations.

(b) Letting z0 = 2π gives 2 solutions. We can determine their energies as:

E =
( η

2π

)2

giving E = 0.18436V0 and E = 0.70747V0 respectively.
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Solution 5:

(a) Our differential equation is:

− ~2

2m

d2

dx2
Ψ + (V (x)− E)Ψ

Defining x = au, then we have d(au)2 = a2(du2). Then dividing through V0 we define the characteristic
energy as e ≡ E

V0
, getting:

− ~2

2mV0a2

d2Ψ

du2
+ (v(x)− e)Ψ

where:

v(x) =

{
0 0 < u < 1

1 1 < u < 2

Notice that coefficient for the first term is just 1
z2
0
. Therefore, our final dimensionless differential equation is:

− 1

z2
0

Ψ′′ + (v(x)− e)Ψ = 0

We can solve this via mathematica to obtain E1 and E2.

The next two energies (for when E > V0) occurs approximately at e = 1.205 and e = 1.563.

(b) The eighth excited state has an energy of e = 3.558, corresponding to the following wavefunction:

We have approximately AL = 0.85 and AR = 0.9 such that AL
AR
≈ 0.94 which is extremely close to the De

Broglie approximation, where the ratio would be equal to one.
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Solution 6:

(a) The differential equation is once again

− 1

z2
0

Ψ′′ + (v(x)− e)Ψ = 0

with:

v(x) =



0 = x < −(2 + γ)

−1 = −(2 + γ) < x < −γ
0 = −γ < x < γ

−1 = γ < x < 2 + γ

0 = x > γ + 2

Solving this numerically via the Shooting method gives e = −0.72936 or E = −17.26 eV. The wavefunction
looks like:

(b) The energy due to repulsion is |E0| = 13.6 eV so the binding energy is:

Eb = |E0|+ E = −3.66 eV

According to Griffiths, the experimentally determined binding energy is −2.8 eV so this model is rather
accurate.
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Problem Set 7

Solution 1:

(a) We have three regions to consider: x < −a, −a < x < a, and x > a. For the outer two regions, we have
V = 0, and thus it would be experiencing exponential decay of:

Ψ = ±e−κ|x|

where κ2 ≡ − 2mE
~2 and the ± is dependent on whether the bound state is even or odd. For the middle region,

the wavefunction can be either even or odd. If it’s even, then it is given by:

Ψ = A1 cosh(κx)

and if it’s odd:
Ψ = A2 sinh(κx)

Starting with the ground state (even), we can integrate the function from −a− ε to −a+ ε with respect to
x, and taking the limit as ε→ 0:

− ~2

2m

∫ −a+ε

−a−ε

d2Ψ(x)

dx2
dx+

∫ −a+ε

−a−ε
(−gδ(x+ a))Ψ(x) dx =

∫ −a+ε

−a−ε
EΨ(x) dx

− ~2

2m

(
dΨ

dx

∣∣∣
−a+ε

− dΨ

dx

∣∣∣
−a−ε

)
− gδ(−a) = 0

− ~2

2m
∆−aΨ′ − gΨ(−a) = 0

∆−aΨ′ = −2mgΨ(−a)

~2

We attempt to evaluate the discontinuity function at x = −a. Due to symmetry, this will be equal to the
discontinuity function at x = a. The function however, is continuous at x = −a, allowing us to determine
A1:

Ψ(−a) = A1 cosh(−κa) = −e−κa =⇒ A1 = − e−κa

cosh(−κa)

allowing us to evaluate the discontinuity and solve for κ

∆−aΨ′ = Aκ sinh(−κa)−
(
−κe−κa

)
−2mg

~2

(
−e−κa

)
=
(
−e−κa

)
κ tanh(−κa)− κ

(
−e−κa

)
−2mg

~2
= κ tanh(−κa)− κ

2mg

~2
= κ(1 + tanh(κa)

2λ = aκ(1 + tanh(aκ))

We can define

aκ =

√
2m|E|a2

~2
=
√

2e

where e is the characteristic energy. This reduces our equation to:

2λ =
√

2e(1 + tanh
(√

2e
)

)

Next, we look at our odd states. Everything is the same, except the discontinuity equation is different: κ

∆−aΨ′ = Aκ cosh(−κa)−
(
−κe−κa

)
−2mg

~2

(
−e−κx

)
=
(
−e−κx

)
κ coth(−κa)− κ

(
−e−κx

)
−2mg

~2
= κ coth(−κa)− κ

2mg

~2
= κ(1 + coth(κa)

2λ = aκ(1 + coth(aκ))
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And again, our dimensionless equation which we can plot for e is:

2λ =
√

2e(1 + coth
(√

2e
)

)

When these two are graphed, we see the energies are both concave up with respect to the dimensionless
parameter λ:

(b) As 2a → ∞, aκ =
√

2e will approach infinity as well. Since tanh(x) and coth(x) have the same asymptotic
value, we are left with:

2mga

~2
= a

√
2m|E|
~2

=⇒ E = −2mg2

~2

which is the energy of a single delta function potential well. We can intuitively explain this in the framework
of locality: The two potential wells are too far away from each other to “talk” or communicate with each
other so in their own respective surroundings, the wavefunction behaves exactly as if they were the only delta
functions.

However, a more interesting calculation would be the difference in energy as it approaches 2a grows large,
but not necessarily at infinity. We have:

2λ =
√

2e1(1 + tanh
(√

2e1

)
)

2λ =
√

2e2(1 + coth
(√

2e2

)
)

Subtracting, we can write e1 = e2 +∆e where ∆e� e1. Additionally, we can also expand tanh(x) ≈ 1−e−2x

and coth(x) ≈ 1 + 2e−2x for large x. This gives:

0 =
√

2(e2 + ∆e)(1 + tanh
(√

2e1

)
)−
√

2e2(1 + coth
(√

2e1

)
)

0 =
√

2e2(1 + tanh
(√

2e1

)
) +

∆e√
2e2

(1 + tanh
(√

2e1

)
)−
√

2e2(1 + coth
(√

2e1

)
)

0 =
√

2e2

(
tanh

(√
2e1

)
− coth

(√
2e2

))
+

2∆e√
2e2

0 = −
√

2e2

(
e−
√

2e2e
− ∆e√

2e2 + 2e−
√

2e2

)
+

2∆e√
2e2

0 = −3
√

2e2e
−
√

2e2 +
2∆e√

2e2

∆e = 3e2e
−
√

2e2
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We can let λ ≈
√

2e2 to get:

∆e =
3

2
λ2e−λ

We can verify that as λ→∞, we indeed find that ∆e→ 0.

Solution 2:

(a) For b = 0, we have the finite square well where the wavefunction is sinusoidal inside and exponentially
decaying outside.

For b = a, we have the double square well problem similar to question 6 on problem set 6, where we have
drawn what the first even solution looks like. The first odd solution will look like:

For b� a, we have a similar situation except the two wells will be not affected (or very little) by each other.
Outside the wells, the wavefunction quickly goes to near zero.

(b) As discussed, it makes sense for the energies of both even and odd states to approach the same value V0 as
the separation b goes to infinity. The first even state has a negative energy so its energy starts below V0. The
first odd state has a positive energy so its total energy starts above V0. Thus E1 is monotonically increasing
while E2 is monotonically decreasing.

(c) Since systems tend to seek a lower energy level, so an electron in the even state tends to draw the protons
together and an electron in the odd state does the opposite.

Problem Set 8

Solution 4:

(a) For a wavepacket built with energies E < V0, we remember that B/A = −e2iδ(E) where B and A represent the
reflected and transmitted components respectively. This then means that the associated reflected wavepacket
is given as

Ψref = −
√
a

∫ k̂

0

dkΦ(k)e2iδ(E)e−ikxe−iE(k)t/~.

(b)

36


